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Abstract—This paper develops a Bayesian approach to the
image source method (ISM) for efficient inversion of seabed reflec-
tion data to estimate geoacoustic parameters and uncertainties.
Based on the representation of layered seafloor-reflected signals
by image sources, ISM is a very efficient method which provides
the local sound-speed profile (SSP) of the sediment structure. It is
a two-step method: first, the image sources are detected and local-
ized from the recorded signals, and second, from these locations,
the thickness and sound speed of each sediment layer are estimated
from the Snell–Descartes law of refraction. This work focuses on
the definition and construction of the image sources with a dis-
tinction between real and virtual image sources which has conse-
quences on the uncertainties of ISM. The localization of the image
sources is performed within a Bayesian formulation based on sam-
pling the posterior probability density to estimate the median
SSP and uncertainties. The algorithm is tested first on synthetic
data, with results in excellent agreement with Bayesian travel-
time inversion but a much lower computational cost. Finally, the
Bayesian ISM is applied to at-sea data measured in the Scattering
And ReverberAtion from the sea Bottom (SCARAB) experiment,
which took place near Elba Island off the west coast of Italy in
1998, and the resultant sediment SSP agrees well with previous
results of other geoacoustic inversion methods.

Index Terms—Bayesian methods, geoacoustic inversion, image
sources, Teager–Kaiser energy operator, travel-time detection.

I. INTRODUCTION

T HIS paper deals with geoacoustic inversion in the mid-
frequency range, around a few kilohertz. Using this fre-

quency range provides both sufficient signal penetration and
spatial resolution to infer properties of a layered sub-bottom
structure on the scale of 10−1 to 101 m, which is important for
many sonar applications. Seafloor characterization by acous-
tics can be achieved through a variety of strategies: analysis
of sidescan sonar or multibeam echosounder reflectivity maps,
matched-field processing, analysis of scattered or reflected sig-
nals, and passive acoustics, to list a few (see, e.g., [1] or [2] and
references therein). The method presented and further devel-
oped in this paper is a recent one, based on the analysis of an
acoustic signal reflected by the seafloor and is called the image
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source method (ISM). It provides the local sound-speed profile
(SSP) of layered seafloors with good resolution and at a low
computational cost [3]–[5] allowing near-real-time analysis.

In inverse problem studies, statistical approaches have been
developed for more than two decades (see, e.g., [6] and refer-
ences therein). The essential idea is that the model parameters
that are sought from experimental data are considered random
variables and described by their posterior probability density
(PPD). Instead of estimating a single optimal value for the
model parameters, the PPD of the model is estimated, pro-
viding complete knowledge of the parameter statistics. These
methods inherently take into account the uncertainties, not only
from experimental measurements, but also due to the forward
modeling. Therefore, they are powerful methods but their main
drawback is that they can require large computation times. The
main objective of the present work is to combine the simplic-
ity and efficacy of the ISM with the generality of the Bayesian
approach for efficient reflection travel-time inversion.

The paper is organized in four sections. First, the ISM
principle is reviewed, with a focus on the forward modeling
approximations. Second, image sources detection and local-
ization are presented and the Bayesian approach is developed.
Third, the inversion and ISM algorithms are presented. Fourth,
the new Bayesian ISM algorithm is applied to synthetic and real
data and the results are discussed.

II. PRINCIPLE OF THE IMAGE SOURCE METHOD

A. Principle

The ISM is based on analysis of the reflection of a broad-
band acoustic signal emitted by a point source above a layered
seafloor and recorded by a hydrophone array [see Fig. 1(a)].
Three hypotheses are made:

1) the sediment layers are fluid and homogeneous, and the
interfaces are parallel;

2) the incident angle on the layer interfaces is below the
critical incident angle;

3) the multiple reflections inside the sediment stack can be
neglected.

Under these hypotheses, the signal reflected by the layered
seafloor can be modeled as being emitted by image sources,
symmetric to the real source relative to the reflecting interfaces.
Therefore, the layered seafloor can be represented by an equiv-
alent system where the layer thicknesses are doubled and the
image sources are placed on the interfaces [see Fig. 1(b)]. In this
system, the amplitudes of the received signals require correc-
tions, but in the ISM, this information is not used. The method
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Fig. 1. (a) Reflection of a point source signal by a two-layer seafloor.
(b) Modeling of this situation by image sources.

is only based on travel-time information and, in the equiva-
lent system, the arrival angle and the travel time of the various
arrivals are exactly the same as in the real configuration.

The locations of the image sources are linked directly to the
SSP of the layered seafloor. Therefore, the idea of the ISM is
to detect and localize the image sources in order to infer the
SSP. Since we want to localize the image sources only from
the recorded time signals, it is necessary to use an array of
hydrophones. The array processing used here is explained in
Section III, but it has some consequences that are first explained
below.

A. “Real” and “Virtual” Image Sources

If the seafloor SSP is known, the refraction process can be
taken into account and the image sources can be placed exactly
on the interfaces and on the vertical axis below the source [black
dots at the ends of dashed lines in Fig. 1(b) and of dotted lines
in Fig. 2]. But, in the context of geoacoustic inversion, this pro-
file is what we seek and is thus unknown. So, instead of dealing
with the “real” image sources, the recorded signals are mod-
eled as being emitted by “virtual” images sources representing
the source positions that match the measured travel times and
arrival angles at a hydrophone location if the entire medium is
homogeneous water, i.e., when acoustic rays are straight lines.
These virtual sources are no longer located on the image inter-
faces, nor on the vertical axis below the source (+ symbols in
Fig. 2).

The SSP inversion algorithm of ISM is based on knowledge
of the travel time t and arrival angle θ between two points
(see Section IV-A and Fig. 2): a single receiver and a vir-
tual image source corresponding to a given layer. This leads
to two difficulties. The first problem is to define an equiva-
lent receiver for the hydrophone array at a position such that
all the quantities t and θ are defined. In the following, the
median position of all the hydrophone positions is used for this
purpose.

The second problem deals with the nonuniqueness of each
individual virtual image source. Indeed, the locations of the
real image sources (on the interfaces directly below the source)
are independent of the hydrophone position; they only depend
on the thicknesses of the seafloor layers. But this is not the

case for the virtual image sources as their locations do depend
on the hydrophone position. Therefore, when the signals are
recorded on an array, an image source is not seen as a single
point but rather as a cloud of points with a shape and a spatial
extent that depends on the shape and length of the hydrophone
array (see Fig. 3). This leads to an inherent compromise of the
ISM: to locate the image sources, one needs to use multiple
hydrophones instead of a single receiver, but this implies that
the image source is not a single point but a cloud of points.
The original situation illustrated in Fig. 2 becomes, in practice,
that shown in Fig. 3: for an array of Nh hydrophones, there are
Nh virtual image sources instead of a single one for a given
layer. The problem of defining an equivalent virtual image
source from these Nh virtual image sources is addressed in
Section III.

A. Forward Modeling

Assuming that an N -layer seafloor above a semi-infinite
basement provides NS = N + 1 image sources, the reflected
signals recorded on an array composed of Nh hydrophones lead
to Nt = Ns ×Nh travel times from source to hydrophones.
The forward modeling of ISM converts the Nt travel times into
2Ns data which are the pairs t(i) and θ

(i)
0 for each layer. This

drastic reduction in the number of data to invert explains the
low computational cost of ISM.

It should be noted that in inverse problem theory, two types
of uncertainties can be defined which are due to errors from data
measurements and from modeling procedures. Modeling errors
in ISM arise from the process of defining a single equivalent
virtual image source from the cloud of all virtual image sources
(see Fig. 3).

Another way of inferring the SSP from the experimental con-
figuration depicted in Fig. 1 is to use all the Nt travel times as
data for a ray-based Bayesian inversion method (see, e.g., [7]).
This is described in Section V and used there as a comparison
for ISM results.

III. IMAGE SOURCES DETECTION AND LOCALIZATION

An earlier algorithm used for the detection and location of
image sources is based on array processing and seismic tech-
niques [4], [8]. The idea of that algorithm is to migrate the
recorded signals in water so as to focus the image sources. Since
the focus is not perfect, a semblance map is also computed
which ideally gives a value of unity at image-source locations
and zero elsewhere. A mask is built on the semblance map
where its value is above a given threshold and the maxima of
the migration map are picked on this mask, giving the locations
of the image sources. Finally, the travel time t(i) and arrival
angles θ(i)0 are computed from these locations and the center of
the array taken to be its median position (Fig. 2).

In this paper, we use a different technique which is split in
two parts: arrival-time detection with the Teager–Kaiser energy
operator (TKEO), and image-source localization through a
Bayesian approach. In this new approach, no array processing
such as beamforming or migration is used.
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Fig. 2. Geometry for the “real” (filled circles) and “virtual” (+ symbols) image sources in the case of a SSP that increases with z. The dotted lines represent the
refracted acoustic path (from the real image sources to the receiver) whereas the dashed lines do not include refraction.

B. Arrival-Time Detection With TKEO

The idea is to use the TKEO [9] to detect precisely the arrival
times of reflections at each hydrophone [5], [10]. In continuous
time, the TKEO is defined as

Ψ[x(t)] = ẋ(t)2 − x(t)ẍ(t) (1)

where the dot indicates time differentiation. For a discrete time
signal xn, the TKEO can be approximated as follows [11] :

Ψ[xn] = x2
n − xn+1xn−1. (2)

Equation (2) shows that the TKEO computes a running esti-
mate of the signal energy at each instant that takes into account

the signal strengths at the neighboring instants. An important
aspect of the TKEO is that it amplifies discontinuities and sud-
den changes in amplitude while smooth transitions between the
samples are reduced. This property is mainly attributed to the
use of second-order derivative and is exploited here for the esti-
mation of arrival times by identification of peaks in the TKEO
output.

To detect peak arrivals in the recorded signals for each
hydrophone, the following algorithm is used:

1) cross correlation of the recorded signals with the emitted
signal (when available) and normalization of the results;

2) interpolation if the sampling frequency is too low;
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Fig. 3. Two first real and virtual image sources of Fig. 2 for a receiving array.

3) Savitszky–Golay (SG) filtering (local polynomial regres-
sion [12]) to smooth the signal after oversampling;

4) TKEO computation and SG filtering of the result;
5) peak detection.

Concerning the last point, the peak detection is controlled by a
threshold. It has been shown [5], at least on synthetic data, that
this threshold can be computed from the data instead of being
set by the user.

The first step of the detection algorithm (cross correlation)
depends on knowledge of the emitted signal waveform and on
the synchronization of the emitted and received signals. For
synthetic signals, this knowledge is obviously available, but for
data acquired at sea, even if the emitted signal is known or
deduced from recordings, the source and receivers are rarely
synchronized, at least with sufficient accuracy. In this case, the
travel-time detection is divided in two parts. First, we use the
TKEO to detect the two first arrivals in the signal. In this work,
we consider that the source and the array are at a depth such
that the sea-surface-reflected path arrives after the direct and
the seafloor-interface-reflected path and can be therefore elim-
inated. This rejection could also be done by considering the
phase reversal of the sea-surface-reflected path. So, the two first
arrivals correspond to the direct path and the seafloor-interface-
reflected path. Since these two paths propagate only in water,
and assuming that we know the propagation geometry (posi-
tion of source and receivers) and water sound speed, their travel
times can be computed theoretically. The difference between
the theoretical and estimated values gives the source emission
time t0. After that, the detection algorithm is applied to the
signals where the direct path has been removed. The obtained
arrival times are corrected by the emission time t0 to finally
provide the travel times t(i) for each detected image source.

After this step, we have Ns ×Nh travel times, correspond-
ing to the reflections at each layer interface as recorded at
each hydrophone. Since these paths correspond to straight-line
propagation from each virtual source to each hydrophone in
homogeneous water, this corresponds directly to the situation
sketched in Fig. 3.

In a recent work [5], it has been proposed to use a tri-
angulation process to locate the image sources from all the

detected travel times. In this present paper, we propose another
method, based on a Bayesian sampling approach. Once the
image sources are located, the angles required by the next
step of the inversion algorithm are easily computed from these
locations and the median of the hydrophone locations.

B. Bayesian Localization of Image Sources

The starting point here is to consider that we are seek-
ing the median position (x(i), z(i)) of virtual image sources
of a particular layer i and that t

(i)
k with k ∈ [1..Nh] are the

travel times between the hydrophones and this median posi-
tion. This median position defines the equivalent virtual image
source which is used in the inversion algorithm (see Section IV-
A). The virtual image sources are defined in a homogeneous
medium with sound speed c0; hence, these travel times are con-
verted directly into distances d

(i)
k . In this section, we omit the

superscripts (i) for convenience.
The model parameters to be determined at this stage are the

coordinates of the equivalent virtual image source: m = (x, z).
The data are the arrival travel times: d = {tk} with k ∈ [1..Nh].

The forward model d = g(m) is simply solved by the
following system of equations:

tk = gk(x, z) =
1

c0

√
(x−Xk)

2
+ (z − Zk)

2 (3)

with k ∈ [1..Nh] and where Xk and Zk are the coordinates of
the hydrophones.

The objective is to obtain the posterior probability density
(PPD) expressed in Bayes’ theorem

P (m|d) = P (d|m)P (m)

P (d)
. (4)

Once the experiment has been carried out and the data obtained,
P (d) is a constant factor which can be absorbed into the nor-
malization, and the conditional probability density function
(pdf) P (d|m) can be interpreted as a function of m known
as the likelihood function. If we assume that the errors on the
data are independent and Gaussian distributed with standard
deviation σt, this likelihood function can be written as

L(x, z) ∝ exp

[
− 1

2σ2
t

Nh∑
k=1

(
tcalk (x, z)− tobsk

)2]
(5)

where the travel times tcalk are obtained by the forward model
and the travel times tobsk by applying the TKEO detection
algorithm to recorded acoustic time series.

By construction, the virtual image sources are located around
the vertical axis below the real source. To define a relatively
uniformative prior, the prior pdf P (m) is set to a uniform prob-
ability distribution within a box surrounding this vertical axis.

The PPD P (m|d) is obtained through the Metropolis–
Hastings sampling algorithm (see, e.g., [13] or [14]). This gives
Nsamp samples of the PPD consistent with (4). The equiva-
lent virtual image source can be defined from these samples,
for example, by taking their median or mean position. With
this equivalent position, we can compute the input parame-
ters needed by the inversion algorithm. Further, each sample
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of virtual image source locations drawn from the PPD via the
Metropolis–Hastings algorithm can be inverted to produce a
sample of the SSP for the seabed sediment layers as described in
Section IV-A. The resulting ensemble of these samples defines
the SSP PPD and can be used to quantify the SSP uncertainty
(see Section IV-B).

IV. INVERSION ALGORITHM

C. SSP Inversion

The data processing described in Section III provides:
• the number of image sources Ns;
• the travel times t(i) with i ∈ [0, .., Ns − 1] for each equiv-

alent virtual image source to the equivalent receiver;
• the incident angles θ(i)0 for each equivalent virtual image

source at the equivalent receiver.
In the above statement, the “equivalent receiver” and the
“equivalent virtual image source” are defined as in Sections
II-B and III-B. Further necessary information includes:

• the position of the source, which is taken as the origin of
the coordinate system;

• the position of the receiver (xH , zH );
• the height of the source above the seafloor, hs;
• the water sound speed c0.

With this information and the 2×Ns data (t(i), θ(i)0 ), the inver-
sion algorithm is quite straightforward and is based only on
the Snell–Descartes law of reflection and refraction. It acts in a
recursive way. The estimated quantities are denoted c̃, the esti-
mated layer sound speed, and ẽ, the layer thickness (cf., Fig. 1).
The algorithm is initialized with c̃0 = c0 and ẽ0 = 2hs − zH .

The first image source (image 0 in Fig. 2) does not provide
information about the seafloor unless the amplitude of the sig-
nals is used, which is not the case here. Nevertheless, it can be
used to provide information about the geometry of the experi-
ment, particularly for the array shape [4]. In this paper, the time
of arrival of this first image source is used jointly with the time
of arrival of the direct signal to infer the time of signal emission
in cases where this is unknown.

Let us consider that we have already inverted for the SSP
down to layer i− 1. From the arrival time t(i) and arrival angle
θ
(i)
0 of image source i, we first compute the incident angle in

layer i− 1

θ
(i)
i−1 = arcsin

(
c̃i−1 sin θ

(i)
0 /c0

)
. (6)

From this, the travel time in layer i is obtained by subtracting
the sum of the travel times in the above layers from the total
travel time

t(i)s = t(i) −
i−1∑
k=0

ẽk

c̃k cos θ
(i)
k

. (7)

With the help of the Snell–Descartes refraction law, the sound
speed in layer i is finally estimated by

c̃i =

√√√√ c0

ts sin θ
(i)
0

[
xH −

i−1∑
k=0

ẽk tan θ
(i)
k

]
(8)

and the equivalent thickness is obtained by

ẽi = c̃its cos

[
arcsin

(
c̃i sin θ

(i)
0

c0

)]
. (9)

The algorithm is repeated recursively until the last virtual image
which gives the parameters of layer Ns − 1.

C. ISM Algorithm

The ISM can be summarized as a two-step algorithm.
1) From the recorded signals, the number Ns of image

sources is obtained together with the travel time t(i) and
arrival angle θ

(i)
0 between each equivalent virtual image

and the equivalent receiver. This point is described in
Section III.

2) From these inputs and the preliminary information given
in Section IV-A, the sediment SSP is obtained through
(6)–(9).

When this algorithm is applied with one equivalent virtual
image source for each layer, it provides one SSP estimation
for the seafloor. These were the results presented in previous
works [3]–[5]. But in the present work, at the end of the first
step (described in Section III), we have Nsamp samples of the
(x, z) positions of all virtual image sources drawn from the
PPD for image sources locations by the Metropolis–Hastings
sampling algorithm. The SSP can be estimated from each sam-
ple of virtual image sources using the algorithm presented in
Section IV-A, yielding a sampled PPD for the SSP. In this pro-
cedure, lower and upper bounds are set on c̃ and ẽ to avoid
unrealistic SSP. Finally, a median SSP and SSP uncertainties
can be computed from this PPD.

V. RESULTS

A. Synthetic Data

To test the proposed approach, the algorithm is first applied
to synthetic data computed by the software specfem2D1 which
is a spectral element code developed to simulate seismic-wave
propagation at the Earth scale [15]. Recently, this software
has been applied to underwater acoustics problems [16] and to
T-wave generation and propagation modeling [17].

The geometric configuration of the synthetic example is
inspired by the Clutter09 experiment [18]: a broadband acoustic
source is towed at a height of 12 m over the seafloor ahead of a
towed horizontal line array (HLA) comprising 15 hydrophones
regularly spaced with a separation of 1 m. The distance between
the source and the first hydrophone of the HLA is 24 m. The
sound speed in the water is set at 1500 m/s. The use of a towed
source and HLA instead of using a moored array [3] allows the
ISM to invert for range-dependent seafloors [4], although this
is not done here.

Three different geoacoustic configuration are used (Table I).
The first case is very simple with only two layers over a base-
ment. In the second case, a layer with sound speed lower than

1This software is available at: http://geodynamics.org/cig/software/
specfem2d/
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TABLE I
GEOACOUSTIC PARAMETERS FOR THE THREE CONFIGURATIONS USED FOR SYNTHETIC DATA. IN ALL CASES, BASEMENT SOUND SPEED IS 2000 m/s

Fig. 4. Signal at the first hydrophone for Config3. The first arrival corresponds
to the direct path while the latter arrivals are reflections from the seafloor
interfaces.

Fig. 5. Inversion results obtained by ISM for Config1. The true SSP (dashed
line) and the median SSP estimated by ISM (solid line) are displayed over the
marginal probability profile for the sediment SSP.

the water sound speed is added at the top of the seafloor struc-
ture. The third case is much more complex with a first “slow”
layer and a “fast” layer embedded in a thick layer. In each case,
the layer densities, required by specfem2D, are set to realis-
tic values consistent with the layer sound speeds by the use of
semi-empirical models [1].

The transmitted signal is a Ricker wavelet, with peak fre-
quency set at 2500 Hz. Random white noise is added to the
data with a high signal-to-noise ratio (see Fig. 4). For realistic
results, we assume that we do not know the emitted signal, i.e.,
we cannot cross correlate.

Fig. 6. Inversion results obtained by ISM for Config2. The true SSP (dashed
line) and the median SSP estimated by ISM (solid line) are displayed over the
marginal probability profile for the sediment SSP.

Fig. 7. Inversion results obtained by ISM for Config3. The true SSP (dashed
line) and the median SSP estimated by ISM (solid line) are displayed over the
marginal probability profile for the sediment SSP.

The inversion results obtained with ISM are displayed in
Figs. 5–7. On each figure, the marginal PPD of the SSP
is obtained using all positions of the virtual image sources
collected in the Metropolis–Hastings sampling process (see
Section III-B) with the median SSP estimated from the PPD. To
obtain these results, the data standard deviation σt must be set
which corresponds to the error made by the TKEO arrival-time
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Fig. 8. Marginal probability densities for the parameters of Config1. The vertical dotted line represents the true value, the solid black curve is the result from ISM,
and the gray dashed curve is the result from Bayesian travel-time inversion.

Fig. 9. Marginal probability densities for the parameters of Config2. The vertical dotted line represents the true value, the solid black curve is the result from ISM,
and the gray dashed curve is the result from Bayesian travel-time inversion.
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Fig. 10. Marginal probability densities for the parameters of Config3. The vertical dotted line represents the true value, the solid black curve is the result from
ISM, and the gray dashed curve is the result from Bayesian travel-time inversion.

detection algorithm. The presented results are obtained assum-
ing that the precision of this algorithm is five samples which is
converted to σt using knowledge of the sampling frequency.

Based on these results, three remarks can be made on the
Bayesian ISM. First, the overall quality of the inversion is
very good. The algorithm is able to detect a thin layer with
sound speed lower than sound speed in water (Fig. 7). However,
working down the sediment column, the results are better for
thicker layers. Second, despite the recursive nature of the ISM
algorithm, there do not appear to be cumulative errors on the
inverted SSP as a function of depth. For example, the results
on Config3 (see Table I) show that even if the dispersion of the
PPD of the first layer is relatively high, the SSP of the fifth layer
is correctly estimated. These results confirm an analytical study
on this subject [19]. Third, the Bayesian ISM algorithm is very
efficient: it is fast and it gives simultaneously the median SSP
and an estimation of the SSP uncertainty (from the sampled
PPD). Even with quite complex sediment structure as Config3,
the overall precision of the inversion is very satisfactory.

The same data set is used for a travel-time inversion scheme
based on Metropolis–Hastings sampling [7]. In this approach,
there are Ns ×Nh data corresponding to the travel times from
the layers to the hydrophones. The forward model involves
efficient eigenray tracing in a layered environment using
Newton’s method to determine the ray parameters [20]. The

Fig. 11. PPD of the SSP inversion results obtained by ISM for SCARAB data.
The solid line is the median SSP obtained by ISM and the dashed line is the
SSP inverted by Holland and Osler [21].

results obtained are very similar to those from ISM but with
computational times that are much longer, by a factor of about
20. Figs. 8–10 present the marginal densities of the estimated
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TABLE II
GEOACOUSTIC INVERSION RESULTS FROM SCARAB DATA

parameters for the three configurations obtained by ISM and
travel-time inversion. For the two methods, the same conver-
gence criterion was applied and the marginal densities are built
with 5000 samples. The results are very similar.

B. At-Sea Experimental Data

The Bayesian ISM algorithm is tested on data acquired at sea
during the Scattering And ReverberAtion from the sea Bottom
(SCARAB) experiment near Elba Island off the west coast of
Italy in 1998 [21]. The data were acquired at site 2 where
the water depth is 150 m and the seabed is flat and feature-
less. The source is 200 m away from a vertical array, 64 m
in length, moored to the seafloor. This array is composed of
15 hydrophones which are unevenly spaced. The lowermost
hydrophone is about 12 m above the seafloor. Even if it is
preferable to use horizontal array towed by a moving vehicle to
be able to estimate geoacoustic parameters of range-dependent
seafloors by ISM, we choose to use these data because they
were already processed to test the image source method with
Teager–Kaiser operator (ISM-TK) algorithm [5]. In that work,
a correction of the array shape was performed, based on the
detection of the direct path and the first reflected signal. The
SSP estimation was achieved by a triangulation process of all
the arrival times. In the present work, we use the arrival times
detected by TKEO and the geometry estimated by Drira et al.
[5]. We assume that the standard deviation of the errors made
on the arrival times is equal to five samples. The PPD of the
inverted SSP is shown in Fig. 11.

Estimated geoacoustic parameters are reported in Table II
for the ISM-TK and Bayesian ISM inversion methods, and
for Holland and Osler’s method [21] which exploits the data
diversity (in time, space, and frequency) to build a joint time-
frequency inversion algorithm. Ground truth, provided by sedi-
ment coring, is only available for the upper 15 m; comparisons
are thus restricted to this depth. Since the Holland and Osler
method compares favorably against the ground truth, it is used
as the reference. Overall, our results are consistent with the
findings of Holland and Osler (Table II). Compared to their
results, only four layers are detected by TKEO and, therefore,
the Bayesian ISM gives results for these four layers. The first
layer in Holland and Osler’s work was not identified by the
ISM due to the complexity of the sedimentary stratification of
the first meters. The Bayesian ISM results are very close to
the ISM-TK results but they have the advantage that they give

not only the median SSP of the seafloor but also quantitative
uncertainty estimates. The Bayesian ISM results indicate that
the thicker is the layer, the smaller are the uncertainties. For
instance, the PPD of the second layer, which is about 1.6 m
thick, is broader than the PPD of the fourth layer, which is about
7.8 m thick.

The uncertainties for this inversion are higher than those
obtained for synthetic data. This could be due to the presence
of a higher level of noise on the at-sea data which results in
greater uncertainty in arrival times. Moreover, even though the
array shape was corrected, this correction might be not perfect.
Recent work on this subject [22] has shown that ISM, like other
geoacoustic inversion methods, is very sensitive to the acquisi-
tion geometry and this problem should be investigated in more
detail in future works.

VI. CONCLUSION

In this paper, we propose a Bayesian extension of the ISM
for geoacoustic inversion. It is based on the use of the Teager–
Kaiser energy operator to detect the arrival times of the signals
emitted by the image sources and on the Metropolis–Hastings
algorithm to sample their locations. After this step, the PPD of
the SSP is computed with an inversion algorithm based only
on the Snell–Descartes law of refraction. Thus, this approach
keeps the simplicity of the ISM that makes this method fast
but it includes the power of the Bayesian approach to estimate
uncertainties.

The results obtained for both synthetic and measured data
show the quality of this approach. The PPD of the inverted SSP
is very similar to that obtained by Bayesian inversion of travel-
time data which did not use the simplification of image sources.
However, the Bayesian-ISM method is more efficient by at least
an order of magnitude.
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